Diskless Installations.

This Document will help you setup an NFS server to dish out diskless clients on your network. This is useful if you want to bring up workstations quickly, without the hassle of hard drives, and or worrying about multiple installations along the ways

You need the Below Servers Configured: 

1. NFS Server         ---- To provide the Filesystem to the Diskless Client.

2. TFTP Server       ---- To provide the Boot Image to the Diskless Client.

3. DHCP Server      ---- To provide the IP Address and to tell who is TFTP Server to Diskless Client.

4. PXE Server         ---- To define boot parameters to Diskless client

Here I use 192.168.3.1 as the IP Address for the Server who maintains the above-specified 4 servers.

For Configuration of the Above server install the packages listed below :

       1 .  nfs-utils                         --- For NFS Server.

       2.   portmap                         --- For Portmap Service a supportive service for NFS.

       3.   tftp-server                     --- For TFTP Server.

       4.   system-config-netboot  --- For PXE Server.

       5.   dhcp                              ---  For DHCP server

       6.  busy-box ; busybox-anaconda   --- For comannds used by diskless client

Now let us discuss how to configure all the above-specified Services.

Step 1. mkdir –p /srv/diskless/i386/RHEL4S/root 

            This Directory is created to store the Filesystem used by the Diskless Clients.

Step 2. rsync –v –a –e ssh –exclude=’/proc/*’ –exclude=’/sys/*’ 192.168.3.2:/  /srv/diskless/i386/RHEL4S/root/  
The Above command copies the Entire root Filesystem “/” from the PC having 192.168.3.2 IP to the local /srv/diskless/i386/RHEL4S/root directory. In order for this command to execute you need one more PC having the OS same as installed on the Server. We can do alternate job that is copying the Filesystem of the same PC before the Servers are configured to the /srv/diskless/i386/RHEL4S/root directory which is much simpler. It is been accomplish with the Below command :

rsync –v –a  –exclude=’/proc/*’ –exclude=’/sys/*’ –exclude=’/srv/*’  /  /srv/diskless/i386/RHEL4S/root/

Step 3. Configure NFS Mounts
Now you need to create the actual actual shares and start the NFS server.
vim /etc/exports

/srv/diskless/i386/RHEL4S/root/            *(rw,sync,no_root_squash)

/srv/diskless/i386/RHEL4S/snapshot/     *(rw,sync,no_root_squash)

exportfs –arv

This command will export the Filesystem listed in exports file 

Step 4. Start the required NFS service.
service portmap start

service nfs start

Also add it to the startup list 

chkconfig  –level 35 Portmap on

chkconfig  --level 35 nfs on

Step 5. Configuring TFTP server
mkdir /tftpboot

vi /etc/xinetd.d/tftp

In this file change disable = yes to disable = no

service xinetd restart

this command will start all xinetd services in which tftp service is also started.

Step 6. Configuring DHCP Server 

Place the following configuration within /etc/dhcpd.conf. This specifies that network booting will be allowed. When the DHCP server comes across such a request, it will direct the client to the NFS server you have specified. Please remember or keep in mind that if you already have a DHCP server on the network, be careful with adding a second one.

# vim /etc/dhcpd.conf

allow booting;

allow bootp;

host pxeclient {

            option hardware-address xx:xx:xx:xx:xx;

            option fixed-address 192.168.1.6;

   class "pxeclients" {

       match if substring(option vendor-class-identifier, 0, 9) = "PXEClient";

       next-server 192.168.1.20;

       filename "linux-install/pxelinux.0";

   }

}

Step 7. PXE Boot Configurations
   7.1   Run  system-config-netboot

You should have a nice little X window pop up asking you what you want to do. The first time you run this, you should get the little wizard popup. Click Diskless to continue. The steps are outlined for what you have to do. The rsync step has already been completed. Click Forward and enter an OS name and description. The next screen is where you enter your NFS information. In the Server IP Address, enter the NFS server IP. In the Directory section, enter the first NFS share — /srv/diskless/i386/RHEL4S. On the next screen, pick the kernel that you want running on your diskless clients. When complete, click Apply and wait a few moments as it does its magic. This tool automatically creates and configures an image file and places it in the PXE boot directory.

  7.2 Adding Hosts

Each diskless client must have its own snapshot directory on the NFS server that is used as its read/write _le system. The Network Booting Tool can be used to create these snapshot directories.

After completing the steps in Section 4.4 Finish Con_guring the Diskless Environment, a window appears to allow hosts to be added for the diskless environment. Click the New button. In the dialog shown in Figure 4-1, provide the following information:

. Hostname or IP Address/Subnet .Specify the hostname or IP address of a system to add it as a host for the diskless environment. Enter a subnet to specify a group of systems.

. Operating System . Select the diskless environment for the host or subnet of hosts.

. Serial Console . Select this checkbox to perform a serial installation.

. Snapshot name.Provide a subdirectory name to be used to store all of the read/write content for the host.

. Ethernet . Select the Ethernet device on the host to use to mount the diskless environment. If the host only has one Ethernet card, select eth0.

Ignore the Kickstart File option. It is only used for PXE installations.

In the existing snapshot/ directory in the diskless directory, a subdirectory is created with the Snapshot name speci_ed as the _le name. Then, all of the _les listed in snapshot/files and snapshot/files.custom are copied copy from the root/ directory to this new directory.

Step 8. Booting the client to take the image from the Boot Server.

1. Press del key at the startup

2. Select Boot menu
3. Enable PXE Boot on LAN.
4. Select save and exit option

5. Press F12 at startup which tries to boot from network.

GOOD LUCK
